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1 Introduction

The field of robotics has a very diverse nature which both specifies and constrains the functionality of the robot.  Applications range from mobile vehicles, which can be either autonomous or controlled remotely, to fixed arms commonly used in industry for a multitude of manufacturing and assembly tasks, among other things.  The latter application of a 3-dimensional robotic arm or manipulator has typically been controlled by a method of teach-repeat, which is achieved by predefining the exact positions of the tool or end-effecter as it moves around a fixed work piece.  This is often seen in automotive factories where the precise location and orientation of a car frame at a given time is known and used for spot welding.  While many applications can benefit from a teach-repeat system, which generally carries out mundane tasks with greater speed and precision than a human could, there is a certain degree of flexibility that is lost in doing
so.


In order to make a robotic arm more robust in nature different vision systems have been used, to varying levels of success, for controlling the position of an end-effecter.  This allows for the robotic manipulator to interact with the environment without knowing the orientation or location of a work piece beforehand.  One method of achieving this involves a camera setup providing image samples which are processed in a number of ways, in order to locate the position of the end-effecter with respect to a work piece.  This information is then used to determine the necessary joint rotations in an arm to visually guide the servo motors to a desired pose.   In order to realize the full capabilities of a robotic arm a minimum of two cameras are necessary, allowing for the 3-dimensional world to be mapped into 2-dimensional camera space.  Additional cues in camera space are provided by either a single laser spot or a multiple laser spot field providing further information for carrying out these Camera Space Manipulation (CSM) techniques.


One of the main benefits of CSM is that it is accomplished with uncalibrated cameras, which greately reduces the cost and sensitivity of implementing such a system.  Current research at the University of Notre Dame, under the direction of Dr. Steven B. Skaar, implements CSM to control a robotic manipulator for various tasks.  The present setup
has been successful in a number of applications, but is still limited in number of ways.  Research has been restricted to the lab where the cameras are mounted to the ceiling and controlled by a dedicated computer, making testing of CSM techniques for mobile applications difficult.  The CSM set up in the lab has a reliance on outdated technology, which can be greatly simplified, both maintaining the present functionality of the system and adding additional functionality as well.  For the purpose of this project we propose to provide an updated system for carrying out Dr. Skaar's present CSM research, which will be both open source and platform independent. While the primary intent of this project is to enable a more robust and cost effective solution for CSM in an integrated package, we believe that other areas would benefit from such a system as well.

2 Problem Statement and Proposed Solution

The existing research setup in the CSM lab consists of analog cameras which are connected to a frame grabber card on a dedicated computer. The frame grabber converts the analog signals from the cameras into a digital file to be processed further in software.  Each camera is mounted onto a pan/tilt unit (PTU) for positioning, which interfaces with the computer through a serial port connection.  A laser device is also mounted on a PTU and interfaced to the computer to control its functionality.  In order to make this system more robust, as well as to enable it to be used in mobile applications, it is desirable to remove the dedicated computer controlling the various components. 

Improving robustness can be accomplished by providing a control platform which the cameras, PTU's, and laser will be attached to, and then developing a protocol for communication with the platform.  The front end to the user will consist of a software library for common programming platforms, such as C/C++ and Java, which implements this protocol. This will allow a user desiring to use the new CSM platform to import the control library into their code and to establish access to all current functionality of the existing CSM system.  As this project will be open source it will allow for the control platform's protocol to be ported to other programming languages as desired.  The advantage of this is that communication from the control module can then be established with a microcontroller rather than a PC, while still providing full functionality of all of its features. 

Our proposed hardware control platform would involve camera units based on the newer CMOS imaging sensors, which provide camera on a chip functionality.  This removes the need for a frame grabber card, and thus eliminates the only restriction to a dedicated PC, as the

CMOS camera possesses internal image processing to provide a digital output directly from the chip.  As a result of this, a microcontroller on the control platform can be used to relay commands to the CMOS sensors, which would then return an image to be transmitted back to the user.   The control of the PTUs can be achieved by sending a command to the control platform for the desired pan and tilt values, and then emulating the commands that the existing PC sends to the PTUs over a software serial bus established using digital I/O pins on the microcontroller.  The microcontroller can further be used to interface with the laser unit to indicate when the laser needs to be turned on and off.

In order to provide user access to the different components we intend to use an open source development platform known as Wiring, which is based off the C/C++ language.  It has an onboard microcontroller, programmer, and USB interface, which should provide a solid foundation for our control system.  The USB connection will provide the user a one corded connection for simultaneous control of multiple cameras, PTU's and lasers as desired.  As the Wiring development platform should be able to run most of the logic for our control of the various devices, we will develop a separate breakout board to be fabricated for their connection.  This board will have a connection going to the Wiring board and will mount the CMOS sensor for imaging, a serial port for PTU control, and a connector for a laser unit.  Due to the onboard programmer the Wiring board can be updated to provide support for additional devices as the user desires, which would involve attaching a new breakout board to the open pins on the microcontroller and specifying their use.

Because companies offering CMOS imaging sensors provide product lines with multiple resolutions with the same control underlying interface, the control platform can interface with a range of sensors.  This allows for a CMOS imaging sensor to be chosen to give a desired

precision by increasing the resolution, or to reduce cost of the camera module when such precision isn't needed.  The additional benefit of making this platform open source is that other users can write their own libraries for a different choice of image sensors, which can still interface with the rest of the platform.  The same can be done if a different PTU is desired, allowing our control platform to be implemented with a range of devices, while still providing a

common front end for the user through our control protocol.

3 System Description and Block Diagram
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Figure 1: Overall System Block Diagram

PC/User Interface:

A computer will remain the mode of human control of the system.  A graphical user interface (GUI) will allow the user to control and view images from the camera(s).  The software will make use of image differencing algorithms developed by Dr. Skaar’s research group that allow light from a laser pointer to direct a robotic arm.  Additional software for other applications can be used by the host computer since a C++/Java library resident on the microcontroller will allow the PC to command the camera platform through a few simple functions. 

USB Data Connection

Communication between the PC and the camera will be accomplished by a USB connection from the computer to the microcontroller.  From the computer, output data will be commands to pan/tilt unit controlling the camera’s orientation, and instructions to the camera detailing when to capture an image and zoom.  Raw image data will be sent to the computer after being relayed through the microcontroller.

Microcontroller

The microcontroller will act as the gate keeper and manager of information going in and out of the camera system.  It will be responsible for converting the USB control commands from the PC into analogous serial signals, and correctly relaying them to the pan/tilt unit and the camera.  It will also control the memory chip.  Lastly, the microcontroller will contain an internal Java/C++ library that will convert simple function commands coming from the PC over USB to control multiple functions of the other hardware.  

Pan/Tilt Unit

The pan/tilt provides a mobile mounting platform for the camera.  It takes in serial commands to move the camera from side-to-side or up-and-down.  This allows the user to change what is captured by the camera.

Digital Camera

The digital camera is responsible for taking the picture and outputting the electrical signal carrying the image information.  The camera will take in commands from the microcontroller as to when to take an image and to zoom.  Images will be collected and save in external storage chip.

4 System Requirements

4.1 Overall System:

The overall system should continue to implement Dr. Skaar’s robotic control methods while removing the restrictions of space and a reliance on outdated hardware.

There will be a platform with a single interface that connects the user’s computer to the digital cameras and the pan/tilt units. This platform should be able to communicate to the devices attached to it and the computer terminal. It will communicate with the terminal initially using wired USB connection but with a larger budget can be implemented using a wireless USB device plug and play device.

There will also be a Java library that should allow a programmer to manipulate input commands for the pan/tilts, cameras, and lasers from the user and output them to the platform.  This library should also be able to access a digital file and have several easy display functions.  The library would be able to be used in with as many cameras as necessary for a particular user as well as access the memory module directly. The Java library should also have several commands that are easy to implement over a web connection in order for the user to control the device and capture images remotely. 

4.2 Subsystem Requirements:

PC/User Interface

Hardware Requirements:

- At least two (2) USB connections so two camera boards can be attached if needed

- USB Connection must be able to provide power to the system

- Must contain or be able to connect to hardware needed for possible wireless communications.

- Sufficient memory to act as the final storage location for camera images.

Software Requirements:

- USB drivers

- Software for possible wireless communication protocol

- Java Library that can:

- Take and display captured images

- Convert user commands to the pan/tilt into USB encoded serial commands

- Convert user commands to capture an image and zoom (if available) to USB data 

- Interface multiple cameras/laser pointers

- Utilize Dr. Skaar’s current image differencing algorithms

- Ability to convert raw image data into image files as needed by the software

USB Data Connection

- The USB connection is required to relay the information between the host PC and the - microcontroller.

- The connection is required to provide the necessary voltage and current to power the entire camera board, or be able to interface with additional power provided by a battery pack.

- Provide needed drivers for the connection to be used by the host PC    

Microcontroller

I/O Requirements:

- USB 

- Three (3) I2C/UART serial connections – for camera and two pan/tilt servos

- Data input from digital image processor 

- Data Processor

- Sufficient memory for a single digital image

- Ability to be powered off of a USB Connection

- Ability to power camera and servo motors 

Software Requirements:

- USB to serial conversion

- Digital Image to USB Conversion

Pan/Tilt Unit

- Servo Motors to orient the camera/laser side-to-side and up-and-down

- Mechanical mounting for both camera and servos

- Ability to convert serial commands to PWM signals for servos

- Servos with low power requirements that can be driven by microcontroller

Digital Camera

- Ability to capture and output still image information

- Requires capture rate of no greater than one (1) picture every three (3) seconds

- If readily available, mechanical or digital zoom

- Able to take commands from microcontroller instructing when to take pictures/zoom

- Powered by microcontroller

Analog Image Capture and Digital Signal Processor

This technology may be included on the camera unit or may need to be implemented separately, depending on camera choice

- Analog Image capture must be able to collect image information from lens apparatus and relay to digital image processor

- Powered by microcontroller

Image processor 

- Ability to take analog information and convert it to a digital image

- Relay digital image to microcontroller

- Be powered by microcontroller

4.3 Future Enhancement Requirements

4.3.1 Expandable to Multiple Cameras

While our system will likely start with just a single camera module because of time and cost constraints, the system should be easily expandable to integrate at least 2 cameras to allow for 3-dimensional control.  This involves making sure the microcontroller has enough I/O to connect to multiple cameras, or can effectively use an external bus to multiplex the both the serial commands and the image capture.  In addition, the computer Java library should be designed in a way that the user can easily control multiple cameras and modify the total number of cameras being used.

4.3.2 USB to Wireless Interface 


While the first release of the controller board will feature a USB connection between the PC and the microcontroller, the system will ideally be upgraded to have the option of a wireless interface.  This will allow the user to easily vary their orientation to and distance from the system.  To accommodate this option in the initial design, the wireless communication protocol will be chosen during this phase of the design.  A microcontroller will be chosen that either includes or can interface with the necessary communication hardware and can accomplish the necessary data processing on the software side.  Additionally, the ability of the PC hardware and software to communicate wirelessly will be accounted for.

Additionally, an option we would like to keep open at this point is the ability to control the cameras board over through a web browser using the campus wireless network.  Because of this, we will choose a microcontroller that can support this functionality.    

 4.3.3  Power System

The current design for the power system is to run the entire board off of USB power provided by the host PC.  This seems feasible since the three functions that will consume the most power (control of the pan tilt, camera picture capture, picture relay) can be exclusively executed so they never occur at the same time.  Also, each of these operations will realistically occur only a few times a minute during normal lab use.  However, our power needs could change once the final component selections are made.  The servo motors of the pan/tilt could be a larger power draw then expected.  Lastly once the system is wireless, it will need to run on an independent battery source.  The board will be designed so that battery power can be easily added as needed  

5 High Level Design Decisions

PC/User Interface

The main function of this system will be to act as the user interface.  It was decided to keep a computer for this function because it allows a user to easily input information (through the mouse and keyboard) and also view received information (through the monitor).  Also it uses resident software and processing power, allowing it to run its own programs that utilize the camera board’s functionality.  Both a desktop and a laptop computer are available for our use through Dr. Skaar’s research group, and they meet the hardware requirements outlined in section 4.2.  Software to meet requirements will be created during the product development phase  

USB Data Connection

Physically, the USB connection will be made using a basic USB cable.  The length and style of the connection will be decided on once the other hardware has been chosen and we have a better idea of space requirements.  The hardware and software needed to convert USB to serial come with the microcontroller or a similar external chip.  The drivers needed by the host PC will also be included in with the conversion chip.     

Pan/Tilt Units

Currently the plan is utilize the pan/tilt units provided by Dr. Skaar’s researc group.  One unit is currently free to be used in development, and additional units will be available for our use second semester.  However, we might need to investigate different technology at a later date if there are problems with the mechanical mounting of our camera to the unit or if the power requirements of this pan/tilt prove prohibitive.  An attempt will be made to leave discretionary money in our budget to account for this.  

Laser Pointer

Laser Pointers will be used as provided by Dr. Skaar’s research group to insure they meet his requirements.   

Microcontroller

The microcontroller is one of the bigger and more costly design choices.  It was decided not to try to use the microcontroller provided by the class because of a desire to use a chip that already had built in USB capabilities.  
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After examining multiple microcontrollers, we were most attracted to the Adruino board sold by SparkFun Electronics.  It has all the main functionality we require – a built in USB to serial converter and board memory and processing power.  It also has 16kB of flash memory.  This should be sufficient for our programming needs and raw picture data.  While the board only has a single set of dedicated Tx/Rx serial transmission pins, it provides a library for software defined serial on the other 14 digital pins.  This should be enough to control the camera and pan tilt unit.

One of the nicest features of this board is that it is programmed using a high level, object oriented language.  This will allow us to create the desired open source libraries to allow PC application to easily control the board.  The IDE is free to download, and a preburned bootloader allows it to be programmed without additional hardware.   

The main concern is that the needed input voltage is 6-12V.  Because of the, addition circuitry will be needed use the USB for power.  Also, with only 14 pins, if the system is expanded to two cameras and a laser point each with a pan/tilt unit, the I/O will not be sufficient and additional MUX chips will needed to added to stretch the pins.    

[image: image2.png]


This board fit easily in our budget at the cost of $34.95.

Another option being considered is the Wiring Programming platform.  It has all of the features of the Adruino board, but with many additional I/O pins.  5 digital ports have 8 DIO pins each.  The board could control all the serial hardware we would realistically need without out the need for multiplexing.  This addition hardware comes with a higher price tag: $82.95.            

Pan/Tilt Unit 

Since the main focus of this project was to design an integrated control board and update the electronics, we have decided to continue to use the current pan/tilt units in Dr. Skaar’s laboratory. These devices are free for our use and will perform the basic functions needed to ensure the design of our control board is adequate.

Digital Camera

Our choice for the camera is to use digital technology for two reasons:  a digital camera removes the need for the additional analog to digital conversion that is required by the current analog technology.  Also, digital is the current trend in image technology and where most research is being focused, so insuring out board can use it will make the design more applicable farther into the future.   
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The technology showing the most promise has been CMOS camera chips.  They are the most easily purchased individual image technology that can be integrated into control board, and allow for the needed resolution in a very small package.  While CMOS chips can be purchased individually, the lack of a lens and soldering difficulties make this option prohibitive.  As our product is intended as a prototype to show functionality and will be upgradable we intend to use a prepackaged solution for the camera functionality and then to interface that with our control board.  This will give us a breakout of the needed connections to control functionality and allow us to avoid soldering tiny components as we lack the facilities and experience to do so.  
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The first CMOS sensor solution would be from Micron.  They offer a range of sensors from $40 for 1.3 megapixel resolution to $50 for 5 megapixel resolution.  As the price gap is fairly small a higher resolution sensor would be desirable.  The 5 megapixel MT9P031 sensor has a two wire serial interface that we should be able to control through the Wiring board’s software serial interface.  As this would also require us to add a lens and shutter and deal with mounting these devices there is a development board available which integrates the necessary components to start using the sensor.  The MT9T031P12STCH CMOS Headboard has a 3 megapixel sensor and lens already mounted and ready to work with on the provided breakout connections.  This option seems promising and could integrate with our breakout board, however the cost runs around $290.  
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A second choice would be to use a CMOS sensor from OmniVision instead.  They have similar solutions, but additionally have a single-chip camera bridge processor (OV550-B49) which interfaces directly with the CMOS sensor and provides USB 2.0 connectivity as an interface instead of the serial connection the Micron sensors had.  This bridge processor also supports a number of their CMOS camera sensors from 1-5 megapixels so that upgradability would be easily accomplished.  They provide an ECX evaluation module which integrates the CMOS camera, lens, and bridge processor on a USB board which we could then interface from our Wiring board through a USB-serial converter.  They provide samples to developers along with the evaluation modules and we are waiting to hear back from them about exact prices.  As they have boards with the chip and lens together we should be able to bypass making one ourselves.  
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While the ideal would be to use one of these solutions, due to a possibility of high prices in obtaining a workable solution we may be limited to existing CMOS camera/lens header boards available on the internet for older sensors.  These boards would provide the same functionality at a fraction of the price, but would not be using the latest imaging technology.  The UC5181 USB SVGA camera module has a lower resolution than desired it is still higher than what is currently being used in the CSM setup.  It has 800x600 resolution compared to the analog cameras 640x480 currently used.  It is based off of older OmniVision chips but would work for showing proof of concept.  These boards run around $80 for a CMOS sensor, lens, and USB controller chip.

Analog Image Capture and Digital Signal Processor

These chips will be added if they are not already included on the purchased camera board.  

6 Major Component Costs

Depending on the hardware choices and the actual pricing of some hardware options, the cost of the major components will be low (possibly around $200) or pushing the $500 limit.  Most of the component costs are estimated based on similar technology because the actual unit prices are not readily available.  The microcontrollers that we have found that meet our requirements range from about $35-$85.  

The camera units are the major expense for this project.  A simple CMOS camera on a chip costs about $40, but possibly requires soldering, packaging, and purchasing a lens and digital image processor which will add cost.  On the other hand, a very nice camera, lens, and development board that allows for serial programming can be purchased for a little under $300.

The USB interface will be relatively inexpensive at about $40 depending on the extra features.  In terms of costs other than hardware, the circuit board that we will design will be $40, plus there are other necessary purchases that will need to be made due to oversights or creative engineering.

At this time, it seems feasible to create a basic system within our budget requirements.  The advantage of this project is the existence of an actual customer, Dr. Skaar.  If additional funding is needed to make the system not only function but effective, it seems reasonable that the research group might be willing to provide this.  This will require an agreement between Dr. Skaar and the electrical engineering department as to hardware inheritance at the completion of the project.       

7 Conclusions

This project will improve the current system that Dr. Skaar uses for his Camera Space Manipulation Research.  The hardware will be upgraded and the reliance on a dedicated computer and image capture card will be removed. In addition, the hardware and software will be modular, allowing the end user to easily to change out components as their needs evolve. This system will also be able to be expandable: multiple pan/tilt units for additional cameras and a laser pointer.  The system will have all the technology in place to easily make there communications between the board and the host PC wireless, and this technology will be added if time and budget permits.  The updated camera board will be targeted at a cost less than the $500 budget, however if higher quality parts are desired, then the cost could go upward dramatically. The price is highly dependent on the needs of the user and can be adjusted accordingly thus making our design more applicable to a broader spectrum of customers.
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